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Performance Profiler

Where is my application...
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Advanced Profiling For Scalable Multicore Performance
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Tune Applications for Scalable Multicore Performance

Fast, Accurate Performance Profiles
» Hotspot (Statistical call tree)

8 Basic Hotspots Hotspots by CPU Usage viewpoint (change) @ Intel VTune Amplifier XE 2016
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Thread
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luk CPU Time
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Mo filters are applied. Any Process W I Any Thread ~ [ Any Module ~ N Any Utlization

[ IR ETC A G User functions + 1 B Inline Mode: [l v MIGLLAREL Y Functions only W

= Microsoft, GCC, Intel compilers
= C/C++, Fortran, Assembly, .NET, Java
» Latest Intel” processors

and compatible processors’

Windows or Linux

= Visual Studio Integration (Windows) "1A32 and Intel’ 64 architectures.
. . Many features work with compatible processors.
= Standalone user |/f and command line Event based sampling requires a genuine Intel” Processor.

= 32 and 64-bit
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A set of instruments to identity
performance problems

Quick Overview
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Get a quick snapshot

Thread Concurrency Histogram

This histogram represents a breakdown of the Elapsed Time. It visualizes the percentage of the wall time the specific number of threads were
considered running if they are either actually running on a CPU or are in the runnable state in the 0% scheduler, Essentially, Thread Concurrer
that were not waiting. Thread Concurrency may be higher than CPU usage if threads are in the runnable state and not consuming CPU time,
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|dentify hotspots

rd00hs r03cc r002hs r001hs Solution Explorer -

P Basic Hotspots Hotspots by CPU Us iewpoint (change) @ Intel VTune Amplifier XE 2016
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F. shader el
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sphere_intersect 3.778s .:_
grid_bounds_intersect 0.414= [.
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analyze_locks.exelgrid_intersect - grid.cpp

analyze_locks.exelshader+x3%¢ - shade.cppi139

analyze_locks.exelrender_one_..0x163 - analyze_locks.cpp:106

analyze_locks.exeldraw_task:o..0x18f - analyze_locks.cpp:173

analyze_locks.exeltbbuinterfac.. t> >+ 0384 - partitioner.h:257

analyze_locks.exel[TBE parallel..ask]+0x33 - parallel_for.h: 108
tbhb.dIl![TEBE Dispatch Loop]+(x1b8 - custom_scheduler.h:441
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Hottest Functions

Hottest Call Stack

Quickly identify what is important
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| ook for Common Patterns

Coarse Grain
Locks

High Lock
Contention

Load
Imbalance

Optimization Notice
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Solution Explorer
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Timeline Visualizes Thread Behavior
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Optional: Use APl to mark frames and user tasks ¥ Frame =~ User Task

Optional: Add a mark during collection [SMeitimeine ]
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See Profile Data On Source / Asm

View Source / Asm or both CPU Time Right click for instruction reference manual

Basic Hotspots Hotspots by CPU Usage viewpoinilchange] Intel VTune Amplifier XE 2016
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Quickly scroll to hot spots. Scroll Bar
“Heat Map” is an overview of hot spots
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High-level Features
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Feature Highlights

Basic Hot Spot Analysis (Statistical Call Graph)
» Locates the time consuming regions of your application

» Provides associated call-stacks that let you know how you got to these time consuming
regions

= Call-tree built using these call stacks

Advanced Hotspot and architecture analysis

= Based on Hardware Event-based Sampling (EBS)

» Pre-defined tuning experiments

Thread Profiling

» Visualize thread activity and lock transitions in the timeline

» Provides lock profiling capability

= Shows CPU/Core utilization and concurrency information

GPU Compute Performance Analysis

» Collect GPU data for tuning OpenCL applications. Correlate GPU and CPU activities

Optimization Notice Copyright © 2014, Intel Corporation. All rights reserved. *Other names and brands may be claimed as the property of others.



Intel” VTune™ Amplifier XE
Feature Highlights

Attach to running processes
= Hotspot and Concurrency analysis modes can attach to running processes

System wide data collection

= EBS modes allows system wide data collection and the tool provides the ability to filter
this data

GUI

= Standalone GUI available on Windows* and Linux

= Microsoft* Visual Studio integration

Command Line

= Comprehensive support for regression analysis and remote collection
Platform & application support

= Windows" and Linux (Android, Tizen, Yocto - in the ISS)

= Microsoft” .NET/C# applications

= Java” and mixed applications

= Fortran applications
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Feature Highlights

Event multiplexing

= Gather more information with each profiling run

Timeline correlation of thread and event data

= Populates thread active time with event data collected for that thread
= Ability to filter regions on the timeline

Advanced Source / Assembler View

= See event data graphed on the source / assembler

= View and analyze assembly as basic blocks

» Review the quality of vectorization in the assembly code display of your hot spot
Provides pre-defined tuning experiments

» Predefined profiles for quick analysis configuration

= A user profile can be created on a basis of a predefined profile

User API

= Rich set of user API for collection control, events highlighting, code instrumentation,
and visualization enhancing.
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Data Collectors and Analysis Types

Optimization Notice Copyright © 2014, Intel Corporation. All rights reserved. *Other names and brands may be claimed as the property of others.



Intel” VTune™ Amplifier XE
Analysis Types (based on technology)

Software Collector Hardware Collector
Any x86 processor, any virtual, no driver Higher res., lower overhead, system wide

Basic Hotspots Advanced Hotspots

Which functions use the most time? Which functions use the most time?
Where to inline? — Statistical call counts

Concurrency General Exploration

Tune parallelism. Where is the biggest opportunity?

Colors show number of cores used. Cache misses? Branch mispredictions?

Locks and Waits Advanced Analysis

Tune the #1 cause of slow threaded Dig deep to tune bandwidth, cache

performance — waiting with idle cores. misses, access contention, etc.
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Pre-defined Analysis Types

™ Choose Analysis Type

A Analysis Type

p )
‘5{* Emgurithmnalﬁis Advanced Hotspot analysis based on the
..... A Basic Hgtspnts underlying architecture
..... P once toispot - -
..... A Concurrency p A
..... J Locks and Waits i i i i
—|-l Microarchitecture Analysis User mOde Samp_llng’ Thread“;]g’ IO’ Slgnallng
----- A General Exploration APl instrumentation
..... A Bandwidth . g
=1 CPU Specific Analysis
+1__‘,.? Intel Core 2 Processor Analysis : .
4155 Nehalem / Westmere Analysis 3rd Generation Core Architecture (a.k.a
+-{i Sandy Bridge Analysis SandyBridge) analysis types

+-[ Haswell Analysis
—|-l 5oC Advanced Analysis

#-{ Knights Comner Platform Analysis 4th Generation Core Architecture (a.k.a Haswell)
analysis types
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GUI Layout
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Creating a Project
GUI Layout

1
=
=

L=
db C Result CTRL+ALT+0 Upen '
e + +
ompare Festiis i Er Project Properties... CTRL+P
Advanced Hotspots Analysis )
b Analysi CTRL+N Close Project
e +
e ! mport Result... + +
Y Import Resul CTRL+ALT+N

Recent Projed Create a Project - \/_E-_
—_—

Recent Resulf

View Project name: |Ta-:hyc:n1| |
Options...

Help Location: |SSHPS_ZD13_P{E_Cnurse‘n,:lﬁ_.ﬁ.mpliﬁEr_GenEriu:s‘n,l_abs_'l.".n'indul.r-.-s| |Eruwse... |
Exit

|Create Project| | Cancel |

@ Analysis Target

5 local
) remote Linux (55H) Launch Application v o Choose Analysis

D) Inte! Xeon Phi coprocessor (nativ Specify and configure your analysis target: an application or a script to execute. Press F1 for

&) Intel Xeon Phi coprocessar (host e s e —
& Highly accurate CPU time collection is disabled for this analy! & this feature,
run the product with the administrative privileges. 3 L& Source Search

[TInherit settings from Visual Studio® project: |analyze_locks -~

Analysis Type

Application: CATEMPA\analyze_locks.exe v Browse...

Application parameters: v Madify...

Use application directory as working directory
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Selecting type of data collection
GUI Layout

Intel VTune Amplifier XE 2016

All available

& Analysis Target

Bo B B B analysis types Py Edit Delete
Siusint it L ateiod
(== Algorithm Analysis My comments...
::g: o e A Different ways to
""" A Concurrency To, start the analysis @ Start Paused
----- A, Locks and Waits privilege.

[E+ZF Microarchitecture Analysis Analyze GPU usage:
----- A General Exploration
----- A Memory Access

€ Choose Target
CPU sampling interval, ms:

..... A TSX Exploration Collect highly accurate CDL tina =
----- A TSX Hotspots Collect =~ Helps Creating
2 Flatform Analysis Mz .
-4 CPUJGPU Concurrency c new ana |yS|S
== Custom Analysis
MW 1, c.stom hotspot] Collects, types
Collect |/ __waata .

Copy from Current
Mew Hardware Event-based Sampling Analysis

Copy the
i Mew User-mode Sampling and Tracing Analysis Command Iine to

GPU sampling interval, us: s Clipboa rd
Trace OpenCL and Intel Media SDK programs (Intel HD Graphics cnly)

Stack unwinding mode:
Stitch stacks: o [-.g. Command Line..,
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Profile a Running Application
No need to stop and re-launch the app when profiling

Two Techniques:

Attach to Process:

- Any type of analysis

Profile System:

- Advanced Hotspots &
Custom EBS

- Optional: Filter by process
after collection

| Choose Target and Analysis Type

@ Analysis Target Analysis Type

& remote Linux (S5H) |Attach to Process W |

@ Intel ¥eon Phi coprocessor (nativ Attach to Process
@ Intel ¥eon Phi coprocessor (host Profile System
Launch Application

™ Choose Target and Analysis Type

@ Analysis Target Analysis Type

{B local
& remote Linu (55H) Profile System w
3 Intel Xeon Phi coprocessor {nativ | | Attach 0 Prococe -

@} Intel Xeon Phi coprocessar (host

Launch Application [ |
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Summary View
GUI Layout

9 Basic Hotspots Hotspots by CPU Usag change) @ Intel VTune Amplifier XE 2016
& Analysis Target Analysis Type | | B8 Collection Log % Bottorn-up | | % Caller/Callee | | #% Top-down Tree| | B Platform
Elapsed Time: 25.232s
@ CPU Time: 15.0625 Clicking on the
(¥ Effective Time: 15.015s
Summary tab shows a
Spin Time: 0.0475 .
Overhead Time: Os hlgh Ievel summary Of
Total Thread Count: 3 the run
Paused Time: Os
Top Hotspots Timing for the whole
This section lists the most active functions in your application. Opti I t proving overall application performance,
Function CPU Time app Ication run
initialize 20 buffer 6.955s
grid intersect 4.407s
sphere intersect 2372
GdipDrawlmageP ointRect! 0.500s L
istof 5H
grid bounds intersect 0.313s St 0 5 OtSpOt
0.5155 functions
CPU Usage Histogram
This histogram displays a percentage of the wall time the specific number of CPUs were running simultansnue he Sninand Chrerhead time adds to the ldle CPU usage
g 1% ; ! 1
£ 12 : 2! -~ CPU Usage
3 5 ! g
;-'-95 §: E:
= m, =
[ =1
6 = h
’ e o
1 =
3s T =
| |
b 0 1 7 3 1 5
o T
Simultanecusly Utilized Logical CPUs =
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Bottom-Up View
GUI Layout

E B b B OAD ﬁ'@'r Welcome
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. analyze_lu:ucks.exe... - shade.cpp139
sphere_intersect i3 e p— rwoihs |:| 2.662s - s
# grid_bounds_intersect 0s 0.022s | 0.085s ] 0.307s ) 0s analyze locks.exe...yze locks.cpp:106
# GdipDrawlmagePointRect 0s 0.0425 8 0.077s ) 0.2155 ) 0s analyze locks.exe...yze locks.cpp:173
[#shader i3 14 0.037s | 0.076s | 0= analyze _locks.exel...partitioner.h:237
Selected 1 row(s): Os 0.463= 1.864s 4,440z v f| analyze Grid
L( > | rid area e
—
e Ll : '||35 1-|15 | Thread W
»TEE Worker Thread (T... / Running
TEE Worker Thread (T... |+ s CPU Time
- TBE Worker Thread (T...
8 [thread_video (TID: 164... Stack Pane
F [WinMainCRTStartup (. ¥
func@0x18000280 (T1... T
Filter area

Mo filters are applied.

Timalina Aaraa
R SR Sas s R

Any Process v l Any Thread w I Any Module Ll Utilization:

Call Stack Mode: QEESEilglail =R Ll [nline Mode: LTIl Functions only "
LS
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Top-Down View
GUI Layout Clicking on the Top-

Down Tree tab changes
stack representation in
the Grid

alng

e) @ &6l VTune Amplifier XE 2016

IﬁTnp-dawnTree B2 Platform | | B gridcpp | P

8 Basic Hotspots Hotspots by CPU Usage viewpoint (ch

@ Analysis Target Analysis Type | |28 Collection Log| | Bl Summary| | #% Bottom-up | | #% Caller/Callee

Grouping: | Call Stack W [te
’ CPU Time: Totalw =| CPU Time: Self
Function Stack 1 Top-level function and Effective Time by Utilization Spir
J it’s tree 0 e @ Poor MOk M ide:l f Over 1

Bl 4 renderscene UG s 0s

[= " trace_region ‘ 0=
[=I " trace_shm 0=
[=] I thread_trace 0=

= "4 parallel_thread Os

[= 4 thheinternal:allocate. 91.D‘?rf:..:_ 0=

& 4 [TBB Dispatch Loop|  91.0% [l 0s

= [TBB parallel fore.  91.0% [ 0s
= thbuinterfacef:i|  91.0% T [ Os Self Time
= " draw_task:ope 91.D‘?r$.:_ 0= ‘
= urender_one | 90.7% T N | 0.012s] analy...p:214
= "4 shader 7e.6% T | 0.026s| analy...p:110
= ushade rs|  46.1% I 0.010s| analy.p:123
Bt 1% I .
e =3 Total Time anslyz.-ppids
Selected 1 rowi(s): 91.0% v B analy..p124
p s | < (self + children’s) s — B
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Caller/Callee View

G U | LayO ut Select a function in the
Bottom-Up and find the

caller/callee

8 Basic Hotspots Hotspots by CPU Usage viewpoint (cha tel VTune Amplifier XE 2016

& Analysis Target ' Analysis Type | |28 Collection Log | | i Summary | | #% Bottom-up Ia Caller_-'CaIIee‘ Top-down Tree| | B Platform | | B grid.cpp | P

CPU Time: Totalw ~ | CPU Time: Totalw
Function Effective Time by Utilization Spin | Ove Catters ETTECTIVE |1ME By UTINZATIoN Spin
| @ idle @ Poor [0 Ok @ Ideal [ Over L3 | 1] D Idle @Poor 0Ok [ Ideal [ Over s
thread_video 91.0% Ir-_—-D List of functions sorted = grid_intersect e S | [k
tachyon_videozon_|  91.0% QT2 [ shader se.2% T 0.0%
rt_renderscene 41.0% 'I:D by CPU Time [Ftrace 21.1%':- 0.0%
renderscene s o O [ render_one_pixel 11.4% IR 0.0%
trace_region 41.0% 'I:- List Of callers and Gl [# grid_intersect B.E‘?r’o[. 0.0%
trace_shm 41.0% 'I:- il
thread_trace o1.0% I their stacks o Selected 1 row(s): 100.0%| 0.0%
parallel_thread sl o o0 ¢ >« >
thbuinternaliallocal|  91.0%EC [N 4.2% O CPU Time: Totale
[TEB parallel_foron| 91.0%E__ [N 4.2%  OJ al o -
thbuinterfacetinte]  91.0% [ N £2%: 0. e SEESnE el e
draw_task:operator]  91.0% 1T N 4.2% O Oidle @ Poor [0k [ Ideal [@ Over
render_one pixel | 90.7% I 0.0% o [ gridintersect 100.0% @ /N
i ss45 T 00%  of sphere_intersect 3%
chader 78.6% 'l:_ 0.0%  0d [ grid_bounds_intersect 3.?%.
shade_reflection %1 b & pos2grid 0.9%|
. s Uit of calleesand N it intersect 0.6%]
sphere_intersect 3D.3°.‘r$[:- thEir stacks Ix|
Seicered 1rowig| 834% 0.0% O0lv Selected 1 row(s): 100.0%
£ > | € > . £ = = >
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Adding User Marks to the Timeline
GUI Controls

B Stop

Resume data collection

Project Properties when needed

Start application @ .
PP Observe paused region

without data collection - - - -~~~ -~-- the Time Li
TR 58 108 158 20s 256 30s 358 40,5333] on the Time Line

| T T e T —

WWinMainCRTStartu. .. Click “Mark Timeline” Tl L

. ) bal Mark
Thread (0x1558) during collection e
TBE Worker Thread ... -

“woid UTILITYDLL::T...

TBE Worker Thread ...
TBE Worker Thread ...
TEB Worker Thread ...
TBE Worker Thread ...
TBE Worker Thread ...
TBE Worker Thread ...
TBE Worker Thread ...
TBE Worker Thread ...

ToD LAlarlemr Thea=d ' - &

CPU Usage . Observe the mark on
the Time Line =i |

Thread

Thread Concurrency
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Key Result Analysis and
GUI Concepts
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Result Analysis
GUI Concepts

Viewpoints
» |tis a pre-defined view that determines what needs to be displayed in the
grid and timeline for a given analysis type

= An analysis type may support more than one view points
= To change viewpoints, select a viewpoint by clicking on

Click

8 Basic Hotspots Hotspots viewpoint|change) |®@

@ Analysis Target Analysis Type | | B8 Collect ) Bottom-up REeReE] e
Hotspots

Task Time

Copyright © 2014, Intel Corporation. All rights reserved. *Other names and brands may be claimed as the property of others.
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Result Analysis
GUI Concepts

Groupings

» Each analysis type has many viewpoints

= Each viewpoint has pre-defined groupings

= Allows you to analyze the data in different hierarchies and granularities

Grouping: [Mudule J Function / Call Stack

Module / Function / Call Stack CPU Time W
Eltachyon_analyze_locks.exe 13.367s _
[=lsphere_intersect 5.674=
& grid_intersect 5674

Grouping: Thread { Function { Call Stace - grl _interse = [

FOncton 7 Cal Stk =l grid_intersect 44675 -

Source Function { Function { Call Stack . intersect_chjects 4.053= -

- Module / Function / Call Stack I

HISPhErE N G e/ Basic Block | Cal Stack ™ grid_intersect 04145
grid_inte Module [ Code Location [/ Call Stack =l draw_task::operator() 1.640= .

Maodule [ Function / Function Range [ Call Stack
]
_ dla:w_tas Process f Function [ Thread [ Call Stack
Gdiplus:: process / Module / Function [ Thread / Call Stack ) =
grid_bou Process /Module / Thread / Function / Call Stack Grouping: [Thread { Function | Call Stack

= Procese [ Thread [ Module [ Function [ Call Stack
~ Thread / Function / Call 5tack CPU Time wr
os2arid Class I|r|:I.JI'ICtil3|'I ,|'C3" Stack _
P_ - 9 Source File f Class J Function / Call Stadk Hfunc@0:781329e1 (0:3798) 58983
‘"—'“‘E'S; ask T e / _Fu?cFﬁon / ?IEJI St;dc  call stock Hfunc@0x781329¢l (0:3afd) 2,505 [
rallel {Frame Domain f Frame [ Function / Ca .
= = Frame Domain [ Frame Type / Function [ Call Stack Elthread_video (0:2f24) 2334 ()

Frame Domain [ Module [ Function / Call Stack [l sphere_intersect 0.975: [
[#Internaly Frame Domain / Frame Type / Frame [ Function / Call Stadk -

Frame Domain [ Frame Type / Frame / Thread [ Function [ Call Stack =™ grid_intersect 08755 .

Frame Domain [ Frame Type / Frame [ Task Type [ Function [ Call Stack =~ intersect_objects 0.957s .
[l r || S —T [ F. shader 0.625: [l

F. trace U.3335' ntel. | 6
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Viewpoints and Groupings

For example, pre-defined groupings can be used to determine load
imbalance

& Analysis Target Analysis Type

- = Function/Thread
Grauping: [Process J Function f Thrzad j/ Call 5t

Process / Function / Thread / Call Stack CPU Time wr
Stachyon_analyze_locks.exe 13.379< (I

here_intersect 5674s

[ func@0x781329€l (0x3798) PEEEH

F func@0x781329l ((h3afd) 1.130- 0

[Fthread_video [0x2f94) 0.975= -

F func@0x7813291 ((304¢) 0.536s [
grid_intersect 4.467s _
draw_task::operator() 1.640= -

# Gdiplus: Graphics:Drawlmage 0.318z()
grid_bounds_intersect D.Eﬂsl
Hvideo:main_loop ﬂ.lEle

Frame Domain [ Frame Type f Frame [ Thread f Functon f Call Stack
Frame Domain / Frame Type [ Frame / Task Type f Function [ Call Stack
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Key Concepts

Results Comparison

VTune™ Amplifier XE allows comparison of two similar runs

Extremely useful for:
= Benchmarking
= Regression analysis

= Testing

During performance optimization work source code may change
» Binary recompiled: compare based on source function
» Inside a function: compare based on functions level

» Functions changed: group by source files and compare

= Source files changed: compare by modules
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Results Comparison

Project Mavigataor » m|
m ChUszersh |duhemDeskto...
m My Amplifier XE Results -

-@

b S

r000h=
== 001 = Open Result
— Re-resolve and Open

N Compare
[amy r003

}( Delete Result
..... & ghfghfc Rename Result

=3 Copy Result Path to Clipboard

™ Choose Results to Compare Intel VTune Amplifier XE 2016
Result 1: | rO0Ths.amplxe h Browse...
Result 2: | r000hs.amplxe

W Browse...

These results can be compared. Click the Compare button to continue,

Swap Results
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Reminding the methodology

of performance profiling and tuning

The Goal: minimize the time it takes your program / module / function
to execute

 |ldentify Hotspots and focus on them

 It's just a few functions (20% of code does 80% of job)
* Optimize them (with compiler or hand optimizations)

* Check for hotspots again, and find new ones

How to optimize the Hotspots?
« Maximize CPU utilization and minimize elapsed time

Ensure CPU is busy all the time

All Cores busy — parallelism

Busy with useful tasks

Optimize tasks execution
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Performance profiling
Terminology

Elapsed Time
The total time your target application ran. Wall clock time at end of application
— Wall clock time at start of application

CPU Time
The amount of time a thread spends executing on a logical processor. For
multiple threads, the CPU time of the threads is summed.

Wait Time
The amount of time that a given thread waited for some event to occur, such as:
synchronization waits and 1/O waits
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Performance profiling
CPU Usage

Elapsed Time: 6 seconds
CPUTime: T1(4s) + T2 (3s) + T3 (3s) = 10 secon
Wait Time: T1(2s) + T2(2s) + T3 (2s) = 6 seconds

CRUNUSA0E
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CPU Usage

How it's presented by VTune Amplifier

Summary View: CPU Usage Histogram

§:
~
o
0 Bl E3 ER 7 5
Simultaneously Utilized Logical CPUs O n Iy C PU T| me measu red

Wait Time is not counted

in Hotspots
Bottom-Up View: CPU Time

Function CPU Time By CPU Utilization

My _Func() 10s
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Performance profiling
Overhead and spin Threading

~.._library internals ’
| | | /_I/ |

L —

' 1sec ' 1sec ' 1sec ' 1sec ' 1sec !

Elapsed Time: 6 seconds

CPU Time: T1(4s) + T2 (3s) + T3 (3s) = 10 seconds
Wait Time: T1(2s) + T2(2s) + T3 (2s) = 6 seconds
Overhead and spin Time: T1(1s) + T2(1s) + T2(1s) =3 s
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CPU Usage

How it's presented by VTune Amplifier

Summary View: CPU Usage Histogram

Overhead and Spin Time is
not counted for CPU Usage

Simultaneously Utilized Logical CPUs

Bottom-Up View: CPU Time
Overhead and Spin
Time

4s

Function CPU By CPU Utilization
Time

My _Func() 10 s
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Hotspots analysis
Hotspot viewpoint

8 Basic Hotspots Hotsp Intel VTune Amplifier XE 2016

o - . .
%#¥ Analysis Target Anal

% Caller/Callee| | #%

wn Tree| | B2 Platform

Groupina: | Function / Call Starl-

Adjust Data Grouping

CPU Time W

L | Function (Full) | Source File ~ I Viewing 4 10f 22 b selected stack(s)

cks.exe grid_intersect  grid.cpp

34.3% (1.273s of 3.710s)

- Eararar

JfFunction fCall Stadk
/Module Function fCall Stack

b_locks.exe sphere_intersect | sphere.cpp

analyze_locks.exelgrid_inter ect - grid.cpp ~
fSource File [Function fCall Stack ~ | func@0x18003... . .
IThread /Function /Call Stack 1=l k USER22.4II MsgWaitForM... analyze_locks.exelshaders x39¢ - shade.cpp:139
JFunclion Jihread JCall Stadk 365 [l _ malyze_locks.exe grid_bounds_i... grid.cpp analyze_locks.exelrende’ ine_pixel+ %163 - analyze_locks.cpp:101
15¢ 1) i Bl GdipDrawlma... analyze_locks.exeldray’  skuoperator()+0x13f - analyze_locks.cpp168
(Partial list Shown) rs| analy . grid.cpp analyze_locks.exelth’  terfacebuintern...d_range<int> > +(x384 - partitioner.h:257
p:: || ::::Sr FunCtlon . analyze_locks.exel’ parallel_for on class draw_task]+0x33 - parallel_for.h:108
+Ishader 039 C i shade.c
- Hotspot _PU time { °P tob.dII[TBB Disy’  loop]+0x1b8 - custom_scheduler.h:441
[#sqrt F p
=\ - Functions - — thakb, il “eeate root_with_context_proxy:allocate+ (x84 - task.cpp:81
Selected 1 rowi(s): -
3 Call stack DxSc - analyze_locks.cpp: 184 "
ick [+] for
Ccl: cu gt] E 1s 1.5s 25 2.5 3s 3.55 ds 4.5 55 5.5s fs b.55 Ts 1.55 8s Thread v
a ac L R T T T T T T T T R T S T T T S T L T S S S L R S T S S R T S R T R T S R S T T L T T T S T T T T S T S R R S R T S B n . :
R Al i e i (TR N T A 0 ik sty e Lo el b Ly Lk N b BAMLRE sl [ Running
threnstortes (10: 236.. Wi {401 1 da At M1t m 1] L1 L GRRRR1 1 1 A1 A0 dd 0 i M| LMD A TG (A0AA U3 R bl ¥ bk CPUTime
ey —————— ———————— B 0% coUompie
= — A — . . _ El CPUUsge
Thread s I Filter by Timeline Selection g™ ik cou Time
timeline e Filter by Module & s (or by Grid Selection) i
. Other Controls
o ek ke it st kbl il ki huibiss

> »

< TR
* Mo filters are applied. T Any Thread v | Any Module v [l User functions + 1| Functions only v &
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Hotspots analysis
Hotspot functions by CPU usage

i Basic Hotspots Hot

& Analysis Target Analy
Grouping: | Function / Call Stadk vl 5 (o] [ Data OF Interes | v
CPU Timew - ~ B3 Viewing 4 1 of 2

Function / Call Stack Effective Time by Utilization 4.7% (1.... 25225)

Spin Time| Owverhead Time
Oidle @l Poor [0 Ck [ Ideal

[ grid_intersect 2.9225_ s Os analy

[+ ere_intersect 2.2355_ s Os analy

= 9ddBS 0,010 1.132s Oz ntdll.

Double Click ForfMultipleObjects 0.504c Os USER
Function nds_intersect Colorlng CPU Os Ds anah,

to View Source VImegePointRect! . Time by CPU 0s | gdipl

ect Utilization Overhead Ds analy

and Spin
Time
QOQFQ-Qe 1s 155 25 255 35 35 4 4.55’”"’“}',\;_T,Aﬂ.:‘ra’" 75 75
threadstartex (TID: 204... T N e T T T TR
threadstartex (TID: 182...
thread_wvideo (TID: 271... | duk Spin and Ov...
threadstartex (TID: 132... [ CPU Sample

WinMainCRStartup (.| I Oy erhead and Spin 9°

T on Timeline CPUTime
CPUUsage Rt e edshibmedie e s aoha Spin and Ov...

L4 > o
* Mo filters are applied. * Any Thread v I Any Module w
OB T G S | Iser functions + 1 Ll Inline Mode: LT 1. 58 Functions only W

Thread
[ 2 Running
V] dluk CPU Time

Thread
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Hotspots analysis
Source View

Intel VTung
Assembly
View

i Summary | |#% Bottor

| Source ‘]'r.ﬁ.ssembly . . . . .. . @ Assembly grouping: ’».ﬁ.dujn:.,.,

S0, a Source CPU Time: Total ™ Address & Sour.. Aszemnbly CPU Time: Total -
572 tmax.x += tdelta.x; Do Delif1 581 cop dword ptr [eax+edx*4], ec 542.3I5Dm5_

Top-down Tr

373 curpos = nip; O Delif4 581 jz Oxd40eldd <Block 49>

574 n¥p.x += pdeltaX.x; Dxcd0e0f6 Block 47:

575 n¥p.y += pdeltaX.y: Ooed0elf e 582 mov edx, dword ptr [esi+0xd] RTS.EZSms-
576 n¥p.z += pdeltaX.z; (ned Dl 582 mov edx, dword ptr [edx] 52.595ms'

577 } - MedDelfb 582 mov dword ptr [eax+edx*4], ec 42.'.-"'.-’4msl

578 else if (tmax.z < tma  Se€lfand Total Time on hedDelfe 583 me dunrd nrr leeisiedl | 54972msl)

579 cur = g-rcella[voxi Source / Asm Ded0el101 583 Right click for instruction 37.383ms|]

580 while {cur != NULL) | 1 Ded0el0d 583 reference manual 6.785ms |

581 if (ry->mbox[cur-»obj->id] !'= ry-> 863.901ms [ 0x40e106 | 583 7 pUSH EdT 1 32.718msl

: ry->mbox [cur-»obj->id] = r:.r—.‘-rser Owd0e107 | 583 push eax 31.D2Dm5|

583 £-»obi->methods-rintersect (cur 34—4.992m5. Owd0e108 | 583 call edx 2D4.4D4m5-

: Quick Asm navigation: 0x40e10a Block 48: =
5 Select source to hlghllght Asm 355.913m5. — Owd0el10a 583 add eap, Ox& E
Sow ¥ — | Oxd0e10d Block 49: (l —
587 CUFVOX.Z += STEp.z; 11.005ms | | OxdDel0d 385 el '69.080ms [ -
588 if (ry-»maxdist < tmax.z || curvox.z 2D.98Dm5| : OnedDe10f 585 u._._,(.:_.lICEUTP to scroll Asm = 95.833m5. ;
589 break: ©® | a0e111 585 jnz 0xd0eled <Block 46> =
530 voxindex += st - —| | 0x40e113 Block 50: N
591 tmax.z += tdel QUiCkly scroll to hot spots. Owed0e113 | 580 movad xmml, gword ptr [esp+0x 9.9D9m5| ;

3 ” g .
Scroll Ba_\r Heat Map®isan Highlighted 3 row(s): 470.59ms |
overview of hot spots
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Advanced Hotspot analysis

Uses Intel’'s CPU hardware performance collectors

Higher resolution of sampling (~1 /ms)

Capable for system wide analysis (all processes running in a system)
OS modules and drivers profiling (ring O level)

OS context switches and threads synchronization issues

— Start the
M Choose Analysis Type Analysis

Iﬁ.. Analysis Type

A A Advanced Hotspots O start
_tj Algurlthm Analysis Identify time-consuming code in your application. Advanced Hotspots analysis
. A Basic Hotspots (formerly, Lightweight Hotspots) uses the OS5 kernel support or VTune Amplifier kernel
- ¥.W Advanced Hotspots driver to extend the Hotspots analysis by cellecting call stacks, context switch and @ Start Paused
b '& Concur oy statistical call count data as well as analyzing the CPI (Cycles Per Instruction) metric, By
5 it default, this analysis uses higher frequency sampling at lower overhead compared to t..
Advanced lysis . Project Properties
HOtSPOt CPU sampling interval, ms: 1
[pling
Analysis
1 cruspedific Analysis Seler:t.a level of details p.ru:n.rided with event-based sampling collectir Select
| .5 SoC Advanced Analysis collection levels cause higher overhead. Sampling
+-[.% Knights Corner Platform Analysis ) Hotspots interval
H-i5r Cust=—" (®) Hotspots, stacks and context switches -
Select level of | () Hotspots, call counts, stacks and context switches

data collected
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Reminding methodology

of performance profiling and tuning

How to optimize the Hotspots?
* Maximize CPU utilization and minimize elapsed time

* Ensure CPU is busy all the time
» All Cores busy - parallelism (high concurrency)

; T Serial ;

Flapsed (Seria)  SHRL_ oo oooioi 2 Time

T2 :
Elapsed (N-threads) : |18

- T4 :

| Gain ; Time
Elapsed (Serial) / N 4T optimal ’ ,,,,,,,,,,,, . '

—————— »: Potentialf Time

: 1 Gain |
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Performance profiling

Concurrency

Concurrency -

Is a measurement of the number of active threads

~

CORCUTENC
YeSUmmany.
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Parallelism/Concurrency Analysis

For Parallelism / Concurrency analysis,
= Stack sampling is done just like in Hotspots analysis
= Wait functions are instrumented (e.g. WaitForSingleObject, EnterCriticalSection)

= Signal functions are instrumented (e.g. SetEvent, LeaveCriticalSection)

= |/O functions are instrumented (e.g. ReadFile, socket)

— Start the
# Choose Analysis Type Analysis

é}" f@ Concurrency

=4 Algorithm Analysis

) Analyze how your application is using available logical CPUs, discover where parallelism
""" A Basic Hotspots is incurring synchronization overhead, and identify potential candidates for
B Advanced Hotspots parallelization. This analysis type uses user-mode sampling and tracing collection. Press

,& F1 for more details.

to i Locks and Naits . "
—1_':.? Microarck”  fure Analysis CPU sampling interval, ms: v

~laration

@ Start Paused

Project Properties

[ ] Analyze user tasks

Concurrency

. 5 [ ] Analyze Intel runtimes and user synchronization
Analysis 2 ¥ 7

Malysis
Analyze GPU usage
A vsegeeeerttel Platform Analysis = v 2

+1_':.? Custom Analysis Analyze Processor Graphics hardware events: | Mone A4

[ ] Trace OpenCL kernels on Processor Graphics
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Concurrency Analysis
summary view. CPU Usage Histogram

8 Concurrency Hotspots by CPU Usage viewpoint (change) @ Intel VTune Amplifier XE 2015

a -':'-.r'|ﬂ|'_',"5i5 Targ&t -"—'-.r'lﬂ|'_',"5i5 T_"_E B8 —ollection |_|::E| e Ell::ttl::r'l'l-lJF: 5 Caller/Callee | | &% TI::F:-I wn Tree | | P

CPU Usage Histogram

This histogram displays a percentage of the wall time the specific number of CPUs were running simultanecusly. Spin and Overhead
be higher than the Thread Concurrency level if a thread is executing code on a CPU while it is logically waiting. Try to keep your Targ

possible.

3.5z [

4.4= " E‘E
£33 . There might be threads in active state,
Bz but not using CPU |
I"_T'I.'Is\ EE

Ds 3 3 -‘Ii 3

TN BTN ideal Over

() 0
Simultanecusly Utilized Logical CPUs
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Concurrency Analysis
Bottom-Up view. CPU Usage

# Concurrency| Hotspots by CPU Usage viewpoint (change

T = .
% Analysis Target Analys

is Type

Collection Log | | Kl Summary| [l *% Caller/Calles

Intel VTune Amplifier XE 2015

Grouping: |Funn:tinn J/ Call Stack

v| B @] [&]

Function / Call 5tack

"rr le:":

+ grid_intersect
+ pthread_mutex_lock

+ sphere_intersect

+ grid_bounds_intersect

Hvideoumain_loop

Qo OO

+ Gdiplus:Graphics:Drawlmage

Selected 1 row(s):

CPU Time by Utilizationw B Overhead and B wait Time by ut... B 2
@ide @Poor MOk Widesl @Over “PPTME  midle @Poor MOI
2.268< (N (113
2.057- 0 2057 19128
1.472< [0 0s
0.313s| e _
07 Overhead ) N Wait
o,  CPUUsage | " 7320000
N 2268 0s v
>l < L[] >
T00ms 3300ms 35900ms A000ms A00ms A4200ms 431}||]lms

TBE Warker Thread (Tl

TBE Warker Thread (Tl

N P IR M 1 M 1 M R
KK E K _E K _E.E_EK.

P P
[ 9

— KB KB B ER Rl KU _Fad=EET LR

running

ptimization Notice

=}
£ {788 Worker Thvead (1 | 71 i il L N
WIHMEIHCRTStETtUP |:T| 8| e, l dL|—|-—h|i E[JI-I_ r Overhead
thread_video (TID: 169" | a0 4 - h N L
DI | Thread is . Thread R

Thread is waiting n Transitions _—_|

o

wn T B Tacks b

ree

Data OF Interest (CPU Metrit| v |
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Concurrency Timeline
Investigate reasons for transitions

O Qe Qe 8.55 0s 9.5 Thread o
func@0x781329el (0x40 Zoom In on Selection 0 Running
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Concurrency Analysis
Source Code View

™ Concurrency Hotspots by CPU Usage viewpoint (change) @ Intel VTune Amplifier XE 2015
4| | B8 Collection Log| | Kl Summary | | #% Bottorn-up| |#% Caller/Callee|  #% Top-down Tree| | B Tasks and Frames
| Source | | Assembly | @ Assembly grouping: |.ﬁ.ddress V|
So. CPU Tirne: Total by Utilization -
5o Source
Oidle @ Poor 0Ok [ Ideal [l Over
572 tmax.x += tdelta.x:
373 curpos = nEp;
574 n¥p.x += pdeltaX.x;
575 n¥p.y += pdeltaX.y:
376 n¥p.z += pdeltaX.z;
577 !
578 else if (tmax.z < tmax.y) | Q.EEEmsl
379 cur = g-»cella[voxindex]; 1ﬂ9.361m5-
580 while (cur '= NULL) | 10.186ms |
if (ry-»mbox[cur->obj-»id] !'= ry-»aerial) | 741.193ms
582 ry->mbox [cur-»obj-»id] = ry-»3srial; 51}4.54}‘_ms_
583 cur-»obj->methods-»intersect (cur-»obj, rvl: 354.290ms _
384 1
585 cur = cur->next; 196.915ms LI CPU Usage coloring
386 1 _ against source lines
587 CUrvoX.Z += 3tep.Z: 6.534m5| —
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589 break; ;
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Performance profiling
Waiting on locks

Sync Sync Sync
Object Object Object. Signal
S — — S Signal
— Signal
| L ’ [ l l l
Chveas: EENNETTENNNE Theasr |
[ | | 1
idle ’m"
| ! l
I I I
Idle
| T T " ‘ '
| I I [ I I I - Thread running

‘ 1sec - 1sec ! 1sec f 1sec ! 1sec i 1sec * - Thread waiting
| .
Begin main

Optimization Notice

End main

thread

Calculating Wait and Idle time
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Locks and Waits Analysis

|dentifies those threading items that are causing the most thread block time
= Synchronization locks

= Threading APIs

= |/O

i Choose Analysis Type Intel VTune Amplifier XE 2015

% Locks and Waits

=-{F Algorithm Analysis

entity where your application 15 waiting on sv-
. Identify where your application is waiting
-4 Basic Hotspots ohjects or [/Q operations and discover how?

Jects € P : : Start the
& Advanced Hotspots application performance. This analysis type

@ Start Paused

% Concurrency sampling and tracing collection. Press F1 fo Analysis y
IR W | ocks and Waits e s 4
+t__? Microarchite="& Analysis CPU sampling interval, ms: |1EI | . Project Properties
. .r1er.F'Ia1:f|:|rm Analysi [] Analyze user tasks
Locks & Waits §is

[] Analyze Intel runtimes and user synchronization

Analysis

I

[] Analyze GPU usage
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Locks and Waits Analysis
Sync/Wait objects

& Analysis Target Analysis Type | | B8 Collection Log
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# Auto Reset Event Dxd79d¢ | 2.626< ([0 _ ===t Evel anah Stack for the
+ Sleep 131557 CPU < Waits # P ana. wait Object
+ Multiple Object: Wait Objects IEN Utilization 4 rospeonstant analyze .
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Locks and Waits Analysis

Source View

™ Locks and Waits Locks and Waits viewpoint (chan

. =
¥ Analysis Target

Analysis Type B Collection Log

| Source | | Aszembly ||

?_?.IA Source

157 unsigned int serial = 1;

158 unaigned int mbox3ize = aizeof (unsigned
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161
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Intel® VTune™ Amplifier XE
User APIs

User APIs
e (Collection Control API
 Thread Naming API

* User-Defined Synchronization API
 Task API

« User Event API

* Frame API

* JIT Profiling API
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User AP

Enable you to
« control collection
« set marks during the execution of the specific code

» specify custom synchronization primitives implemented
without standard system APlIs

To use the user APIs, do the following:
* Include ittnotify.h, located at <install_dir>/include

* Insert _itt_* notifications in your code

* Link to the libittnotify.lib file located at <install_dir>/lib
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User AP

Collection control and threads naming

Collection Control APlIs

void __itt_pause (void) Run the application without collecting data. VTune™
Amplifier XE reduces the overhead of collection, by
collecting only critical information, such as thread and
process creation.

void __itt_resume (void) Resume data collection. VTune™ Amplifier XE resumes
collecting all data.

Thread naming APIs

void ittt thread set name (const Setthread name using char or Unicode string,
__itt_char *name) where name is the thread name.

void __itt_thread_ignore (void) Indicate that this thread should be ignored from
analysis. It will not affect the concurrency of the
application. It will not be visible in the Timeline pane.
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User AP

Collection Control Example

int main(int argc, char* argv|[])

{

doSomeInitializationWork () ;

__itt resume();
while (QRunning) ({
doSomeDataParallelWork () ;

}
__itt pause();

doSomeFinalizationWork () ;
return 0;
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Command Line Interface

Command line (CLI) versions exist on Linux* and Windows*

= CLI use cases:
» Test code changes for performance regressions

= Automate execution of performance analyses

= CLI features:
» Fine-grained control of all analysis types and options
» Text-based analysis reports

= Analysis results can be opened in the graphical user interface
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Command Line Interface
Examples

Display a list of available analysis types and preset configuration levels

Run Hot Spot analysis on target myApp and store result in default-
named directory, such as rOOOhs

amplxe-cl —c hotspots —-- myApp

Run the Cuncurrency analysis, store the result in directory rOO71par

amplxe-cl -c concurrency -result-dir r00Olpar -- myApp
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Command Line Interface
Reporting

$> amplxe-cl -report summary -r
/home/userl/examples/lab2/r003cc

Average Concurrency: 9.762

Elapsed Time: 158.749
CPU Time: 561.030
Wait Time: 190.342
CPU Usage: 3.636

o]

Executing actions 100 % done
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Command Line Interface
Gropof-like output

[Llevent@hlasnb AXE lab3]% amplxe-cl -report gprof-cc -r /home/levent/examples/cern/labs/AXE lab3/ree3cc
Using result path ~/home/levent/examples/cern/labs/AXE lab3/ree3cc’
Executing actions 58 % Generating a report

Index % Walit Time:Total Wait Time:Self Children Name Index
190.1684 190.104 G4RunManager: :BeamOn [23]
[@] 99 .88 190.184 B.o ParRunManager: :DoEventlLoop [@]
B.162 B.162 operator<=< [17]
B.e25 B.825 G4RunManagerkKernel: :G4RunManagerkernel [11]
2] B.081 RunAction: :EndOfRunAction [208]
[1] B.1 B.186 B.081 G4strstreambuf: :sync [1]
B.e81 B.081 G4MycoutDestination: :ReceiveG4cout [5]
B.033 158.141 func@ox416c28 [7]
[2] 83.08 B.033 158.108 main [2]
6] 158.108 G4_main [18]
B.ee2 B.ea82 CLHEP: :HepRandom: : showEngineStatus [22]
[3] 0.8 B.ee2 B.a CLHEP: :RanecuEngine: : showStatus [3]
T
B.0081 0.0081 G4 main [18]
[4] 0.0 B.001 0.6 G4MycoutDestination: :G4MycoutDestination [4]
B.e01 B.001 G4strstreambuf: :sync [1]
[5] B.a B.e81 B.a G4MycoutDestination: :ReceiveG4cout [5]
2] 2] G4UImanager: :ExecuteMacroFile =cycle 1= [28]
[B] 0.8 0.0 0.6 G4UIbatch: :G4UIbatch [B]
[7] 83.08 0.0 158.141 func@ex416c28 [7]
B.033 158.141 main [2]
] 198.167 G4 main [18]
[&8] 99 .88 0.0 196.107 =cycle 1 as a whole> [&8]
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Remote Data Collection

O)

Local System Remote System
VTune™ Amplifier XE Lightweight command line
Full user interface 8 ssh . collector
1. Setup the experiment using proiect] - Profect Properte i
GUI locally Target | Binary/Symbol Search | Source Search | B
Target system:  remote Linux (55H) v] S5H details:  username@hostname -

2. Configure remote target
connection* |

Target type: ’Launch Application v]

| Launch Application
3_ SpeC|fy apphcat'on to run | Enecify and configure your analysis target: an application or a script to execute. Press F1 for more details.
Application: - it

Run analysis and get results
Cop|ed to the Host Application parameters: -

automatically.

"Need to establish a passwordless ssh-connection
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Remote Data Collection

Advanced | ];

!

Copy command line Remote System Lightweight
command line collector

Local System
VTune™ Amplifier XE
Full userinterface * . !
Copy results file

1. Setup the experiment using One typical model

GUI locally e Collect on Linux, analyze and display on Windows

2. Copy command line = The Linux machine is target
instructions to paste buffer

3. Open remote shell on the e Collect data on Linux system using command line tool

target system = Doesn't require a license
4. Paste command line, e Copy the resulting performance data files to a
run collection Windows* system

5. Copy result to your system e Analyze and display results on the Windows* system

6. Open file using local GUI = Requires a license
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Ssummary

The Intel® VTune Amplifier XE can be used to find:

Source code for performance bottlenecks
Characterize the amount of parallelism in an application

Determine which synchronization locks or APIs are limiting the parallelism in
an application

Understand problems limiting CPU instruction level parallelism

Instrument user code for better understanding of execution flow defined by
threading runtimes
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Questions?
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Legal Disclaimer & Optimization Notice

INFORMATION IN THIS DOCUMENT IS PROVIDED *AS IS”. NO LICENSE, EXPRESS OR IMPLIED, BY ESTOPPEL OR
OTHERWISE, TO ANY INTELLECTUAL PROPERTY RIGHTS IS GRANTED BY THIS DOCUMENT. INTEL ASSUMES NO
LIABILITY WHATSOEVER AND INTEL DISCLAIMS ANY EXPRESS OR IMPLIED WARRANTY, RELATING TO THIS
INFORMATION INCLUDING LIABILITY OR WARRANTIES RELATING TO FITNESS FOR A PARTICULAR PURPOSE,
MERCHANTABILITY, OR INFRINGEMENT OF ANY PATENT, COPYRIGHT OR OTHER INTELLECTUAL PROPERTY RIGHT.

Software and workloads used in performance tests may have been optimized for performance only on Intel
microprocessors. Performance tests, such as SYSmark and MobileMark, are measured using specific computer
systems, components, software, operations and functions. Any change to any of those factors may cause the results
to vary. You should consult other information and performance tests to assist you in fully evaluating your
contemplated purchases, including the performance of that product when combined with other products.

Copyright © 2014, Intel Corporation. All rights reserved. Intel, Pentium, Xeon, Xeon Phi, Core, VTune, Cilk, and the Intel
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Intel’'s compilers may or may not optimize to the same degree for non-Intel microprocessors for optimizations that
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other optimizations. Intel does not guarantee the availability, functionality, or effectiveness of any optimization on
microprocessors not manufactured by Intel. Microprocessor-dependent optimizations in this product are intended
for use with Intel microprocessors. Certain optimizations not specific to Intel microarchitecture are reserved for Intel
microprocessors. Please refer to the applicable product User and Reference Guides for more information regarding

the specific instruction sets covered by this notice.
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